Intent-Driven Composition of Resource-Management SDN Applications

Victor Heorhiadi  
University of North Carolina  
Chapel Hill, NC, USA  
victor@cs.unc.edu

Michael K. Reiter  
University of North Carolina  
Chapel Hill, NC, USA  
reiter@cs.unc.edu

Sanjay Chandrasekaran  
Carnegie Mellon University  
Pittsburgh, PA, USA  
sanjayc@andrew.cmu.edu

Vyas Sekar  
Carnegie Mellon University  
Pittsburgh, PA, USA  
vsekar@andrew.cmu.edu

ABSTRACT
As software-defined networking deployments mature, operators need to manage and compose multiple resource-management applications, such as traffic engineering and service chaining. Today, such applications’ resource management algorithms run separately and composition approaches are output-driven, e.g., running each application on a statically provisioned slice of the network and then combining the flow rules output for each slice. Such approaches result in inefficient resource utilization and unfairness. Instead, we argue for intent-driven composition, where a unified resource optimization formulation is composed from applications’ high-level intents and the solution to this problem formulation is realized in the network. We design Chopin\(^1\), an intent-driven framework for composing SDN resource-management applications. Chopin’s design addresses key robustness challenges with regard to efficiency and fairness that arise in realizing such an intent-driven approach. We have integrated Chopin with the ONOS controller and show that it substantially improves efficiency and fairness over existing composition approaches.
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Figure 1: Comparison of Chopin framework vs. existing application deployment processes.

1 INTRODUCTION
As software-defined networking (SDN) transitions from infancy into the next stage, we see more complex deployments with multiple network management applications. Organizations have reported concurrently deploying multiple specialized applications on their networks [13, 46] and there are also visions of SDN “app stores” [34, 40, 41].

With the growing number and diversity of applications running in a network, there is an imminent need for systematic approaches for composing such application instances. While policy composition has been studied extensively and many solutions are available [22, 36, 38], composing resource-management applications remains a hard problem due to the wide range of applications and their diverse demands (e.g., load balancing, service chaining, power saving) [18, 29, 37]. Tensions among various types of resources (e.g., compute, bandwidth, latency) introduce additional complexity to SDN application composition, which has not been addressed as extensively as the policy composition problem.

Existing approaches for composing resource management requirements [4, 5, 22] take an output-driven approach, in which each application uses its respective standalone optimization algorithm to generate a candidate solution. An application’s candidate solution might then be used to influence the resources made available to another application (e.g., as in ordered optimization) or be combined with outputs of other applications (e.g., statically slicing the network resources across applications). Some of these approaches even require applications to be rewritten to implement additional
composition logic (e.g., voting [4, 5]), but still produce suboptimal outcomes. As such, these output-driven approaches are far from optimal in terms of resource efficiency and/or fairness across applications.

In contrast to these existing approaches, we argue for an intent-driven composition approach as shown in Fig. 1. At a high-level, instead of executing multiple applications and deploying their output strategies directly to the network, intent-driven composition utilizes applications’ high-level goals (or intents) to directly construct a unified optimization. An intent-driven approach has multiple benefits over output-driven composition (§2). First, it can produce a more resource-efficient solution by modeling the demands of all applications simultaneously, as opposed to executing applications separately. Second, it enables the operator to execute flexible and fair composition of applications, and systematically balance (possibly competing) objectives of multiple applications. Third, the applications do not need to be (re)designed to be composition-aware and need only to specify their own intents.

To this end, we develop Chopin, a framework that enables composition of resource-management SDN applications and addresses each of the challenges mentioned above. To provide expressive and general intent specifications for a broad spectrum of applications, Chopin builds on prior work called SOL [21]. SOL is conceptually similar to other related frameworks such as Merlin [44] and DEFO [16]. Essentially, these frameworks provide high-level APIs to express the requirements of various SDN apps—e.g., what kinds of packet processing need to be implemented and the latency/bandwidth requirements of different classes of traffic. For instance, using SOL, we can specify that all HTTP traffic from prefix A to prefix B (i.e., a given class) needs paths of at most 5 hops (i.e., a performance requirement) and that this traffic must be processed by a firewall and an IDS in that order (i.e., packet processing or service chaining goals).

However, these frameworks, including SOL, are designed to capture the requirements of only one application at a time. As such, SOL’s design, and the designs of these other related efforts, do not support composition, and naively extending them incurs the same pitfalls of the output-driven composition approaches discussed above.

Chopin uses the application intents (i.e., written using the SOL or a similar API) to directly construct a unified optimization, rather than per-application optimizations. This enables coordination among application demands without requiring the developers to create composition-aware applications, and produces a resource-efficient solution. Doing so also enables Chopin to support multiple candidate fairness metrics (e.g., [3, 15, 25]), providing flexibility in how the application objectives are balanced.

To produce an efficient solution at timescales that are sufficiently responsive to network and traffic changes, Chopin decomposes the solution generation into two steps: offline pre-processing that selects a subset of network paths over which to route application demand, and an online optimization that balances the traffic across these paths based on the current demand. While the use of offline-online decomposition for scalability is similar to prior efforts [16, 21, 28, 44], subtle issues arise from our need to consider a set of coexisting applications rather than a standalone application. For instance, if all applications greedily pick the same set of paths in the offline stage, then we could congest the network even though more optimal solutions are possible. Thus, we need the offline computation to be coordinated across the set of applications and tolerant to the variability in traffic demands across these applications. While this makes the offline computation more complex than the standalone case in SOL, we develop heuristics to improve its tractability.

We have implemented a Chopin prototype using Python and a Chopin service in Java for the ONOS controller (the source code is publicly available on Github [19]). The results indicate that Chopin achieves better optimality than naive composition approaches (e.g., static resource allocation) by as much as 40%. Chopin also outperforms composition based on voting mechanisms [5] in resource efficiency by a factor of 2. Our heuristics for path selection achieve an order of magnitude speedup while sacrificing ≈ 1% optimality.

**Contributions and Roadmap.** To summarize, our contributions include the following:

- We empirically demonstrate the limitations of composing SDN resource-management applications using output-driven approaches (§2);
- We introduce intent-driven composition (§3) as an alternative, leveraging the applications’ high-level goals available to intent-based frameworks;
- We achieve scalable composition with the help of traffic clustering and coordinated path selection (§4) and integrate with a popular SDN platform (§5).

We empirically evaluate our implementation in §6. We follow with discussion and limitations in §7, related work in §8, and conclude in §9.

**2 BACKGROUND AND MOTIVATION**

In this section, we highlight the limitations of existing output-driven composition approaches. At a high level, we refer to an approach as output-driven if the optimization algorithms for each application are executed separately and their outputs are either combined or used to influence inputs of other applications. Moreover, the optimization logic of the application is not known to the orchestration/composition framework. In effect, existing intent frameworks [16, 21, 44] would be forced to use output-driven composition to support multiple concurrent applications.

As a concrete example, consider Fig. 2. Suppose the network operator desires to install two different applications: one to balance the load that web traffic imposes on network links, and another to ensure that SSH traffic traverses a firewall and, subject to this constraint, travels minimal-latency paths. For clarity we examine only traffic traveling between nodes $N_1$ and $N_5$; it is easy to see that the optimal solution is for $App_1$ to use path $N_1-N_2-N_4-N_5$ and for $App_2$ to use path $N_1-N_3-N_5$. We use this example to discuss common output-driven approaches:

**Static allocation** [43] divides the resources, and each application is presented with a view of a topology based on those allocations. The allocations are computed proportionally to application priority (e.g., the amount of traffic that belongs to the application). For example, in Fig. 3, resources are divided proportionally by traffic volume, where $App_1$ perceives links to have $\frac{3}{7}$ of their physical capacity,
while App2 perceives links with $\frac{1}{3}$ of their capacity. When the optimizations are executed, due to link constraints, $\frac{1}{3}$ of SSH traffic is forced to take the path $N_1-N_2-N_4-N_5$, which lacks a firewall and is longer than $N_1-N_3-N_5$, resulting in a failed policy enforcement and suboptimal latency.

**Ordered optimization** [10] orders the applications and solves the optimizations in sequence. That is, after the first optimization is executed, the capacity of the network is adjusted by subtracting the resources it consumed and the next application’s optimization can only use the residual capacities. In our example, after App1 is run, due to link load-balancing, the residual capacity of the network is identical to that of App2’s view in Fig. 3: links with capacity $17KB/s$ and $33KB/s$. This capacity is insufficient to correctly route the SSH traffic. While simply re-ordering the applications can alleviate this problem, for larger number of applications exploring all possible orderings to find the best solutions is impractical.

**Voting** schemes make improvements to the ordered optimization strategy. Examples include systems such as Corybantic [4] and Athens [5], which make applications aware of the other applications and allow them to vote on each other’s resource-management proposals to negotiate a solution. This places additional burdens on SDN application developers as the design and implementation should now be explicitly tailored to be composition-aware. As we will show in §6, voting approaches can lead to inefficient solutions.

To summarize, existing composition approaches are output-driven, and produce resource-inefficient and/or unfair results. While recent work (e.g., [5]) improves upon naive composition approaches, it requires applications to be aware of all other applications on the network.

### 3 CHOPIN OVERVIEW

Chopin composes applications by creating a unified optimization problem from the application *intents*, instead of their outputs. Access to application intents enables composition with several attractive features:

- **Resource efficiency.** By creating a unified optimization, Chopin can simultaneously compute resource allocation for different traffic classes managed by different applications. Therefore, techniques that artificially constrain the pool of available solutions (e.g., static allocation or ordered optimization) are not used and do not negatively impact the solution.

- **Fairness.** Multiple applications necessitate multi-objective optimizations, moving away from a single notion of optimality. Fairness can be directly incorporated during the solution generation stage, as opposed to embedded after solutions have been computed.

- **Transparent composition.** The composition process is transparent to application developers, who write applications in the given intent framework. Intents are composed without additional developer effort.

Having explored the benefits of intent-driven composition, we outline the requirements for system design. Chopin should:

- Enable developers to specify application intents;
- Construct an integrated optimization (i.e., model resource usage, introduce fairness); and
- Produce the solution quickly enough to respond to network and traffic changes.

We detail our approach for each requirement below.

**Intent specification.** The goal of intent specification is to support different types of applications and model their requirements as an optimization problem. As observed in prior work [16, 21, 44], the *intents* of many network applications can be succinctly captured by specifying four key properties listed below:

- Types of traffic the application manages (i.e., traffic classes);
- Routing policy (a description of valid routing paths);
- Resource costs and constraints; and
- The objective function (e.g., minimize resource load, maximize flow).

Multiple types of conflicts may arise between application intents. We identify three groups of conflicts: (1) Policy conflicts, where applications want to apply different routing policy to the same traffic. We assume that policy conflicts between applications are resolved prior to running Chopin (e.g., with a tool like PGA [36]). Such resolution results in non-overlapping traffic classes, each with a unique routing policy. (2) Objective conflicts, where applications have conflicting global optimization goals; and (3) Resource conflicts, where applications assign different costs for a given traffic class and resource. Chopin focuses on resolution of resource and objective conflicts (described in detail in §4), with the help of a framework for intent specification.

Many prior efforts [16, 21, 44] provide an API and can support a variety of resource-management applications and their intents
Background on SOL and intent API. SOL’s API presents a way to specify an assortment of resource-management objectives and constraints. By adopting network paths (as opposed to links) as the base unit for resource allocation, the API gains notable expressive power. More specifically, SOL provides an abstraction for expressing a wide range of traffic engineering, service chaining and NFV applications.

The developers make SOL API calls that specify resource costs for different traffic classes, define resource-management objectives, and control network elements (e.g., logically enable/disable links and nodes). For example, a traffic engineering application requires only three API calls: 1) define bandwidth as a resource; 2) route all traffic given a cost value per flow; and 3) minimize bandwidth load. SOL also supports arbitrary routing policies by filtering network paths according to a functional predicate. Resource costs are expressed using path-based constraints. The path-based design allows significant expressiveness, but introduces new challenges, namely efficient solving of the optimization. To keep the computation scalable despite the large (potentially exponential) number of paths in the network, SOL optimizes over a small subset of network paths chosen by heuristics.

Creating and solving an optimization. When constructing the optimization, Chopin leverages the mathematical representation of intents available in SOL, but introduces coordination and fairness among different applications. Given the application intents, Chopin resolves any resource-cost conflicts; i.e., if multiple applications try to manage the same traffic, then Chopin conservatively reconciles any discrepancies in how they measure the costs of that traffic by choosing the worst-case resource cost (formal definition provided in §4.1). During construction of the optimization, the network operator specifies the desired fairness metric for the applications’ objectives and any additional resource constraints that apply to all applications.

Chopin splits the computation into two stages: offline path selection and online optimization. In the offline stage, valid routing paths are generated, and a subset of them are selected for use in the online optimization. Computationally intensive offline pre-processing keeps the online optimization scalable, which helps adjust to shifting traffic demands, if needed. Unlike the offline/online split utilized in SOL, Chopin’s offline path selection is coordinated, which means it is tailored to a given set of applications. To see why coordination during path selection is necessary, consider the network in Fig. 4: two applications are required to choose two paths, and they pick the shortest available, as suggested by a previous path selection heuristic [21]. While sufficient for each application on its own, the total capacity of the paths is too low to carry traffic from both applications.

Similarly, changing network conditions adds greater complexity to the optimization, exacerbating the problems with offline path selection. Consider the network in Fig. 5, where a traffic volume shift occurs between time epochs $e_1$ and $e_2$. Despite the total volume of traffic being the same, App$_1$ cannot route traffic according to the policy as path $N_1$-$N_2$-$N_3$ was not selected during pre-processing. Multi-application path selection needs to account for such potential traffic shifts between applications to avoid infeasibility pitfalls.

End-to-end workflow. The full operational workflow is presented in Fig. 6. Application intents are specified using the provided API (step ➊). The operator collects the applications to be deployed and Chopin generates network paths that conform to the applications’ routing policies. The operator then generates a collection of traffic matrices, one per epoch (step ➋). The temporal variability of the traffic matrix across epochs ensures the robustness of the solution and aids selection of a diverse set of paths. This “provisioning” traffic matrix can be generated from past observations or using synthetic models (e.g., [47]). The coordinated path selection (step ➌) selects a set of paths for each application, by composing the applications and choosing the paths that produce best results across the per-epoch traffic matrices. Paths are saved for later use in the online deployment phase. After pre-processing, the operator proceeds to deploy the applications (step ➍). Chopin constructs an
online optimization based on current (measured) network demands and applies the desired fairness metric. When running the online optimization, Chopin uses paths chosen during path selection (step <len>3</len>) as input to the optimization. The solution is converted to network flows, which are deployed via a network controller (step <len>3</len>) (e.g., [48]).

4 DETAILED DESIGN

In this section we focus on the steps that represent our primary technical innovations from Fig. 6: step <len>3</len> (unified optimization, described in §4.2) and then step <len>3</len> (coordinated path selection, described in §4.3). Unified optimization enables fair composition, while coordinated path selection enables a resource-efficient solution even in the presence of multiple applications and traffic variability.

4.1 Preliminaries

Composition is performed by combining application intents. First, applications’ traffic classes and policies are used to generate valid network paths. Then, traffic is routed along these paths, consuming network resources as specified by applications’ resource costs. Resource consumption, in turn, is reflected in the applications’ objective functions. Precise notation follows below.

Traffic classes. A traffic class <var>c</var> is a subset of all traffic arriving at a designated ingress node <var>c.in</var>, exiting at a designated egress node <var>c.out</var>, and matching the specification <var>c.flowspec</var> (e.g., specified by IP 5-tuple). Each class <var>c</var> also has an associated volume estimate in number of flows per time epoch <var>e</var>, denoted <var>c.vol[e]</var>. We assume that traffic classes do not overlap, i.e., if <var>C</var> is the set of all traffic classes, then for any <var>c1, c2 ∈ C</var>, <var>c1 ∩ c2 = ∅</var> (Non-overlapping classes can be ensured by simply decomposing traffic into sufficiently fine-granted classes, e.g., [36].) A traffic matrix <var>TM_e</var> for epoch <var>e</var> has the value at location <var>TM_e[c.in, c.out]</var>:

\[
\sum_{c ∈ C : c.in = in \land c.out = out} c.vol[e]
\]

Applications. For our purposes, an application <var>App</var> is specified as a set of traffic classes <var>App.classes ⊆ C</var> that it manages; a set of permissible paths <var>App.paths[in, out]</var> for carrying traffic classes <var>c ∈ App.classes</var> such that <var>c.in = in</var> and <var>c.out = out</var>; an average per-flow amount <var>App.cost[r]</var> of resource <var>r</var> consumed by traffic associated with this application; an objective function <var>App.obj</var> specified in terms of those resource costs and the network topology (e.g., maximizing flow, minimizing resource load); and various constraints that characterize allowable allocations of the traffic in <var>App.classes</var> to the network. The set <var>App.paths[in, out]</var> is generated in step <len>3</len> of Fig. 6 to contain the paths that satisfy a predicate specified by the app developer (as a function that Chopin evaluates on candidate paths, as in SOL). Each node <var>N</var> on path <var>p ∈ App.paths[in, out]</var> has a fixed resource-<var>r</var> capacity <var>N.cap[r]</var>, specified in the same units as <var>App.cost[r]</var>. Similarly, each link <var>L</var> on path <var>p ∈ App.paths[in, out]</var> has a fixed resource-<var>r</var> capacity <var>L.cap[r]</var>.

We define the per-flow cost for resource <var>r</var> associated with traffic class <var>c</var> as the maximum cost specified across all applications for a given traffic class:

\[
c.cost[r] = \max_{App : c ∈ App.classes} App.cost[r]
\]

This ensures a conservative cost estimation across applications that manage the same traffic class <var>c</var>. The allowable paths for <var>c</var> are:

\[
c.paths = \bigcap_{App : c ∈ App.classes} App.paths[c.in, c.out]
\]

which we assume to be nonempty.

4.2 Online, Unified Optimization

Chopin achieves fair and resource-efficient composition by creating a single unified optimization, which allows simultaneous optimization over multiple criteria (e.g., balancing middlebox load and link load simultaneously). Fig. 7 provides a conceptual view for the composition process: a single online optimization is constructed from the application’s resource-management intents. A fairness measure is applied to the applications’ objective functions. Application-specific constraints are combined unmodified, while resource load constraints are computed from the traffic classes and resource costs provided by each application. Fig. 8 describes the mathematical underpinnings of the optimization. We emphasize
Problem formulation of the linear programming formulation of the unified optimization. An example resource load computation is described in Eqn. 2–Eqn. 6, where $E$ is a singleton set (containing the current epoch index) in the online optimization and $E = \{1, \ldots, NumEpochs\}$ in the offline path selection. Offline path selection also adds Eqn. 7–Eqn. 9.

Objective function: Define $Obj = \sum_{i} w_i \times App_i.obj[E]$ \hspace{1cm} (1)

subject to, for all $e \in E$,

$$\sum_{c \in \text{occ. paths}} b_{c,p} \leq |C| \times \text{NumPaths} \hspace{1cm} (7)$$

$$0 \leq x_{c,p,e} \leq b_{c,p} \hspace{1cm} (8)$$

$$b_{c,p} \in \{0, 1\} \hspace{1cm} (9)$$

Figure 8: Core components of the linear programming formulation of the unified optimization. An example resource load computation is described in Eqn. 2–Eqn. 6, where $E$ is a singleton set (containing the current epoch index) in the online optimization and $E = \{1, \ldots, NumEpochs\}$ in the offline path selection. Offline path selection also adds Eqn. 7–Eqn. 9.

that for this subsection, the epoch index $e$ is a constant, and $E$ denotes the singleton set $E = \{e\}$. This is relaxed in §4.3.

Resource load and objectives. Resources represent any capacity-bounded property of links or nodes (e.g., bandwidth, TCAM space, CPU speed). To standardize resource consumption, all resource-$r$ loads and objectives are normalized to a standard range of $[0, 1]$, using the resource-$r$ capacity $N.cap[r]$ per node $N$ and $L.cap[r]$ per link $L$. Load on resources is expressed per traffic class using the network paths available for that traffic class. For example, for resources relevant to nodes, we define the resource-$r$ load $NLoad_N^r[r, e]$ induced by traffic class $c$ on node $N$ during epoch $e$ by Eqn. 2, where $N \in p$ represents that node $N$ lies on path $p$ and where $x_{c,p,e}$ is a variable representing the fraction of flows of traffic class $c$ routed on path $p$ during epoch $e$. Then, we define the load on a resource $r$ at node $N$ as the sum of loads imposed by all traffic classes (Eqn. 4), and require these loads for all nodes to be at most $NLoad_N[r, e]$ (Eqn. 6), an operator-specified constant. Links are treated similarly.

Objectives represent a global resource-management objective (e.g., maximizing spare capacity of links). Chopin supports a number of predefined objective functions to maximize. Note that because objectives are normalized, any min optimization can be converted to a max optimization by using $1 - App.obj$ as the new $App.obj$. For example, a maximization objective that minimizes the load on node resource $r$ is

$$App.obj[E] = 1 - \max_{N} \sum_{c \in App\text{.classes}} NLoad_N^r[r, e] \hspace{1cm} (10)$$

Figure 9: Offline coordinated path selection provides robustness by constructing a unified optimization with sets of constraints for each epoch, thus ensuring resource efficiency and fairness in each epoch.

The combined optimization objective for the composed applications is computed according to a specified fairness metric (see below) and maximized, subject to the constraints of all of the applications. Fairness metrics. To ensure that no single application dominates the solution, we need some notion of fairness. There are two natural ways of specifying fairness: (1) as some measure of the individual objective functions or (2) as a measure of the consumption of various network resources such as link bandwidth. We opt for applying the fairness metrics to the applications’ objectives, for two reasons. First, the objectives allow for a unified way of enforcing fairness across applications. Second, mandating fair use of resources can result in non-linear equations with respect to $x_{c,p,e}$ variables, thus sacrificing many of the scalability benefits of linear programming optimizations.

Chopin’s design is general and can support many commonly used fairness metrics defined over the individual application objectives.

- Most linear functions can be directly incorporated into the optimization: For example, weighted combination of objective functions results in a utilitarian solution, shown in Eqn. 1, where $w_i$ is a weight assigned to each application. In our case, we find it makes sense to automatically assign weights proportional to the volume of traffic that the application is routing.

- Another common metric is the Rawlsian difference principle for maximizing the minimum objective [15]:

$$\text{maximize} \hspace{0.1cm} Obj = \min_{i} App_i.obj[E] \hspace{1cm} (11)$$

- Chopin can also (approximately) support proportional fairness [25] defined as:

$$\text{maximize} \hspace{0.1cm} Obj = \sum_{i} \log App_i.obj[E] \hspace{1cm} (12)$$

- At a slightly higher computational cost (due to their quadratic nature), the relative mean deviation and variance functions [3] can be supported.

4.3 Offline, Coordinated Path Selection

A key innovation in Chopin is selecting paths in an offline phase to ensure that the available paths are (i) rich enough to offer adequate capacity to support all applications but also (ii) few enough to permit the online, unified optimization above to be solved fast enough to ensure responsiveness on network timescales. For this

$^2$Since a log function cannot be directly incorporated into a linear program, Chopin implements a piece-wise linear approximation [8].
purpose, we leverage the unified optimization described in §4.2 to construct a path selection integer linear program (ILP). The resulting ILP chooses paths capable of achieving resource efficiency under traffic variations (as specified by the operator) by creating a set of constraints per traffic matrix epoch (overview shown in Fig. 9).

Formally, this is achieved by augmenting the unified optimization with additional constraints, shown as Eqn. 7–Eqn. 9 in Fig. 8, and broadening the optimization to maximize per-application objectives across epochs $E = \{1, \ldots, NumEpochs\}$, i.e., where

$$App.obj[E] = \frac{1}{NumEpochs} \sum_{e \in E} App.obj\{e\}$$

(see Eqn. 1). Eqn. 7 specifies a global limit on the number of paths used. The cap is computed using a baseline of $NumPaths$ paths per traffic class, although the final number of paths per traffic class can deviate from $NumPaths$ to achieve better results. Eqn. 8 ensures that only chosen paths are allowed to carry flow.

**Tractability.** The resulting ILP presents tradeoffs between resource efficiency and scalability. A larger number of epochs provides a solution more accommodating to traffic variations and thus typically yielding better resource efficiency, at the cost of runtime and memory needed to perform offline path selection. Similarly, an increase in the network size and number of paths (and thus number of binary $b_{c,p}$ variables) renders computing a true-optimal solution intractable. To address these challenges, we propose two scalability improvements, clustering and relaxed path search, described below.

**Clustering speedup.** To reduce the problem size, we must reduce the number of traffic matrices (epochs), yet do so without significantly reducing the variability they represent. We exploit the fact that network traffic volumes (and their synthetic models) exhibit patterns that we can preserve if we employ a clustering technique. Hence, we cluster traffic classes across epochs based on their volumes. Specifically, if $(c_1, c_2, \ldots)$ is a fixed ordering of the traffic classes, then we cluster the vectors $\{(c_1, vol[e], c_2, vol[e], c_3, vol[e], \ldots)\}_{e \in E}$. We have experimented with a number of clustering techniques and find that k-means clustering [17] is the most scalable approach. However, the output of k-means clustering is a set of centroids that represent the average traffic volumes for each cluster, causing path selection to not consider the worst-case scenario. This is acceptable in many cases, however for added robustness, alternative solutions are available. First, we can apply a scaling factor to the computed centroid, which allows over-provisioning. Alternatively, we can use a different clustering algorithm. For example, we also implement a hierarchical clustering algorithm with Ward’s linkage [49]. Ward’s algorithm allows us to group traffic volumes based on their similarity into clusters, leaving us with the possibility of applying a custom reduction function (e.g., max).

That is, given $NumClusters$ groups of traffic classes, we can use the worst-case volumes from each group instead of the average volumes.

**Relaxed path search.** Unfortunately, even with the clustering described above, solving the ILP remains a challenge. Increases in the number of paths (due to topology size or number of traffic classes) quickly makes computing a solution impractical due to time and memory consumption. Hence, we introduce an iterative path search approach that does not require solving an ILP.

After the traffic classes have been clustered, relaxed path search starts by attempting to compute the solution with a small number of paths per traffic class (e.g., $NumPaths = 5$). Each iteration of the search will increase the $NumPaths$ value until the resulting objective value does not differ significantly from the objective obtained in the previous iteration (e.g., $\Delta \leq \epsilon$, where $\epsilon = 0.05$). This indicates that there is no benefit to adding more paths. Finally, the union of all flow-carrying paths are saved for the online optimization stage. A path $p$ is considered flow-carrying if the flow fraction $x_{c,p,e} > 0$ for at least one epoch $e$.

The intuition behind iterative search is that multi-path routing is of limited value for topologies with sufficiently many traffic classes. This has been analytically shown for routing problems with a single resource and objective function [1, 30] and we observe similar behavior empirically for multi-application, multi-epoch optimizations. Therefore, we exploit the diminishing returns of adding more paths to the optimization by iteratively increasing the number of available paths per traffic class until the objective value no longer improves. Lastly, the union of flow-carrying paths across epochs is taken, and provides sufficient degrees of freedom for the online optimization.

**Search heuristics.** The success of iterative path search hinges on the heuristic logic responsible for choosing paths to be added in the next iteration. A natural approach is to adopt a greedy heuristic (e.g., based on path length or edge-disjointness). However, we find that this heuristic does not perform as expected in the multi-application scenario. Our view is that multi-objective optimization necessitates a multi-criteria heuristic. Therefore, our heuristic scores the paths based on length and “resource-richness”. That is, it favors shorter paths that maximally augment the resources available to the application (based on the applications’ objective functions). This biases the selection towards lower latency and link consumption (as bandwidth is a shared resource among all applications), yet still provides sufficient freedom to load balance the applications’ resources of interest.
We describe the following results:

- End-to-end validation using the ONOS controller (Fig. 17).

**Setup.** We chose topologies of various sizes from the Topology-Zoo dataset [26]; when indicating a topology, we generally include the number of nodes in the topology in parentheses, e.g., "Abilene (11)" for the 11-node Abilene topology. We also constructed FatTree topologies of various sizes [2]. We refer to these as "kX" where X denotes the arity of the FatTree, as defined in prior work. We synthetically generated traffic matrices using a modulated gravity model [39] and introduced a temporal variation between applications’ traffic volumes using a Dirichlet distribution [23] across 100 epochs. We chose the Dirichlet distribution because it generates a worst-case variability in traffic shifts between applications (e.g., 0/100% to 100/0% split between two applications), while maintaining fixed traffic volume across epochs. We also performed tests with other variability models (e.g., [47]) and observed similar results.

Unless otherwise specified, we used two canonical applications—a traffic engineering application that minimizes link load and a service chaining application that minimizes middlebox load. The applications had no overlapping traffic classes and were composed using a weighted fairness metric, with the weights proportional to the volume of traffic that belonged to the application. The service chaining application required a chain of two middleboxes—a firewall and an intrusion detection system. Times below refer to computation on computers with 2.4GHz cores and 128GB of RAM, except end-to-end benchmarks, where we used Mininet [31] to emulate the topologies.

### 6.1 Resource Efficiency and Fairness

We use trace-driven simulations to evaluate the benefits of using Chopin for resource efficiency, fairness, and responsiveness by comparing it to output-driven approaches. We also evaluate the potential benefits of using Chopin’s coordinated path selection approach compared to prior work [21].

**Comparison to output-driven approaches.** We compare Chopin to two output-driven approaches: naive static allocation and Athens [5]. We chose Athens because it is arguably the closest practical work in the resource-management composition space. We created a simulator that implements the Athens voting protocols and modified our applications to be aware of all other applications present. We considered a set of paths and their flow allocations to

---

**Figure 11:** Optimality comparison between Chopin and Athens-like voting framework.

**Figure 12:** Relative improvement in objective function when using Chopin as opposed to static allocation methods with shortest paths per application. Averaged across 100 epochs.
Figure 13: Impact of chosen fairness metric on the objective function of each application

Figure 14: Runtime comparison of the optimal ILP path selection and relaxed selection. Relaxed paths selection is orders of magnitude faster than optimal ILP path selection.

be a “proposal” that is submitted for voting. Each application generated a selfish proposal (i.e., best for its own objective function) and submitted it. Votes on the proposals were cast inverse-proportional to the deterioration of the application’s objective function. Fig. 11 shows the comparison in the global objective function between the voting approach and Chopin (higher objective is better). Each box plot in the figure represents a composition strategy executed 100 times (i.e., across 100 epochs), with boxes covering objective values between the 25th and 75th percentiles and whiskers extending to min and max values. Chopin outperforms the voting approach by as much as 60%, and in some cases voting failed to converge entirely (e.g., Geant and Quest topologies).

Benefits of coordinated path selection. We compared solutions obtained using shortest paths and solutions produced by Chopin. Fig. 12 shows the relative improvement over the baseline objective computed using shortest paths. Bars represent the improvement averaged across 100 epochs, with error bars indicating the standard deviation. For all topologies, Chopin produces a more resource-efficient solution than the naive shortest-path selection strategy.

Impact of fairness metrics on objectives. To explore the effect of composition fairness on the objective functions of individual applications, we composed two applications using two different fairness metrics: weighted fairness (i.e., weighted proportional to the application traffic volume), and max-min fairness (recall §4.2). Fig. 13 shows objectives of two applications across different topologies and fairness metrics. Max-min fairness is arguably the “most fair”, ensuring equal objectives but not achieving the best load balancing for either of the applications. In contrast, weighted fairness maximizes the global objective, but does so at a cost of application inequality (e.g., favoring the traffic engineering on the k6 topology). This result highlights that Chopin is flexible and gives the operator ability to customize the solution, be it in favor of overall network resource efficiency or fairness.

6.2 Runtime benchmarks

Path selection benchmarks. To show runtime benefits of Chopin’s path selection, we compare the optimal ILP described in §4 and relaxed path selection. The ILP is difficult to compute for all but the smallest topology. Not using the ILP allows orders of magnitude faster offline path selection (Fig. 14).

Online optimization benchmarks. Finally, we demonstrate that Chopin’s online component is also scalable. We composed different combinations of applications (traffic engineering, service chaining, latency minimization), up to 5 total, using Chopin and static allocation with SOL single-application optimization framework. Both setups used the same number of paths, 5 per traffic class. Fig. 15 depicts the mean time (across 100 epochs) to construct and solve the unified optimization (in case of Chopin) or series of optimizations (in case of static allocation) across a number of topologies, for different numbers of applications. The runtimes are similar, and follow the same patterns across topologies and numbers of applications. However, Chopin achieves better optimality (recall Fig. 12).

Robustness to estimation error. We also evaluated the impact of traffic estimation errors on traffic matrix clustering and path selection. To do so, we generated traffic matrices for different topologies and used them to perform paths selection as described in §4. We then introduced noise to the traffic matrices by changing the volumes of each traffic class across different epochs. The noise was relative to the mean traffic volume of each traffic class and was sampled from a truncated normal distribution (with $\mu = 0$ and $\sigma = 0.2$). Fig. 16 depicts the relative error of using Chopin’s pre-selected paths compared to the optimal solution (using all paths for each epoch and perfect knowledge of the traffic matrix) for topologies where the optimal solution could be computed in reasonable time. The box plots show the median, 1st and 3rd quartiles, with whiskers extending to min and max values. The result indicates that in over
We set up different topologies using the Mininet emulator and ONOS controller. We deployed up to 12 applications on each topology. Specifically, we use a combination of traffic engineering and service chaining applications with partially overlapping traffic classes. Fig. 17 shows the worst-case time to deploy the applications, meaning each new application triggered a full re-computation for all traffic classes for all applications. Even the worst-case deployment (i.e., configuring the network from scratch) maintains network time-scale responsiveness.

7 DISCUSSION

**Expressible applications.** At this time, Chopin’s focus is geared towards resource-management applications. The intent API provided by SOL [21] is sufficient to support a multitude of such applications, as it allows a variety of resource-consumption models (e.g., per link, node, middlebox, and even path for TCAM constraints). Applications that utilize an ILP formulation (e.g., [18, 37]) are also supported.

**Interaction with the SDN ecosystem.** Applications that do not perform resource management can easily co-exist with applications written in Chopin without interference. Resource management applications outside of the Chopin framework will not get the coordination benefits, while Chopin applications will coordinate and perform as intended if the traffic estimation is reasonable.

**Discrete ordering of objectives.** In some cases the operator might desire an “if-then” ordering of applications. For example, perform load-balancing only after the QoS latency requirements have been met. Our design philosophy is to avoid such discretization, in favor of resource-efficiency. However, application ordering can be modeled by converting objective functions to hard constraints in the optimization. For example, instead of minimizing latency, a constraint is added to enforce a maximum-allowable latency.

**Choosing fairness.** We intentionally allow flexibility for the operator to choose a fairness metric that best suits her needs. As we showed in §6, the effects of choosing different fairness metrics are noticeable. However, as a starting point we suggest weighted fairness, which will maximize network’s resource efficiency as a whole.

**Unpredictable traffic changes.** As we discussed in §6, normal deviations from expected traffic matrices have a low impact on resource efficiency. However, if the observed traffic pattern differs significantly from the estimations used in the offline pre-processing stage, Chopin will still attempt to find an available solution, at the cost of a larger resource-efficiency gap.

**Network reconfiguration.** When traffic changes or new applications trigger online re-optimization, a new solution is generated from scratch. To avoid disrupting existing network flows, Chopin can update only the traffic classes where network flows have changed as a result of the optimization. To reduce such churn even further, existing techniques can be employed for minimizing both optimization [21] and flow rule [24] differences.

**Limitations** Chopin’s algorithms require further augmentation to perform well on highly unstable networks (e.g., networks with frequent intermittent link failures). Since a link failure can affect...
one or more paths, operators using Chopin would need to guarantee sufficient over-provisioning of alternative paths or pre-compute fast fail-over solutions, if the set of expected failures is known.

8 RELATED WORK

SDN application composition. The closest work to ours that also focuses on composition of resource-management applications is Corybantic [4] and its successor Athens [5]. Unlike Chopin, their approach requires modified, composition-aware applications. Works such as Cvisor [22], Flowvisor [43] and Frenetic [12, 32] focus on OpenFlow rule composition and packet-level policy chain composition. While important in the space of composition, these prior works do not address resource management. PGA [36], Statesman [46], and PANE [11] focus on resolving policy conflicts between applications and enforcing network invariants. Policy composition is orthogonal to resource management, and can be viewed as a step preceding resource management; e.g., the composed policies produced by PGA are used to generate sets of valid paths prior to selection and optimization. Finally, we also note the industry-proposed projects by ONOS [35] and OpenDaylight [33], which appear to be policy-focused as well.

Optimization frameworks. SOL [21], Merlin [44], and DEFO [16] are precursors to our work, and provide the necessary start for intent-driven composition. However, their designs are focused on a single-application use case only. We showed that naively extending these frameworks for multi-application use presents new challenges, namely lack of fairness and resource-efficiency. Our work addresses these limitations, proposes a design that separates application development and deployment concerns, and produces fair, resource-efficient solutions.

Robust optimization. Robust optimization [7] develops ways of “protecting” the optimizations against uncertain data. In networking, this takes on the form of network design validation against failures [9] or (semi-)jobhivious routing [6, 27, 28]. Such techniques, while possibly conservative and computationally intensive, can be complementary to our work and can be incorporated into the internals of Chopin. We leave this for future work.

Multi-objective optimization. Extensive literature exists on multi-objective optimization, covering a number of techniques [10, 45]. The focus of aforementioned works, however, is not on network optimization and often requires manual intervention. Our work is specific to automatic composition of networking applications.

9 CONCLUSIONS

A growing number of SDN resource-management applications necessitates a new way of composing them that guarantees fair and resource-efficient solutions. Our goal is to provide a system capable of achieving such composition while abstracting away low-level composition details from application developers and network operators. In this paper, we presented Chopin—a intent-driven composition framework for SDN applications. It builds upon the concepts of intent-driven network optimization to provide fair and resource-efficient composition. We showed that Chopin achieves significantly better resource-efficiency than previous output-driven approaches, can be integrated with modern SDN controllers, and outperforms uncoordinated approaches to composition.
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